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Abstract
In the last few decades, the field of neuroscience has witnessed major technological advances that have allowed researchers 
to measure and control neural activity with great detail. Yet, behavioral experiments in humans remain an essential approach 
to investigate the mysteries of the mind. Their relatively modest technological and economic requisites make behavioral 
research an attractive and accessible experimental avenue for neuroscientists with very diverse backgrounds. However, like 
any experimental enterprise, it has its own inherent challenges that may pose practical hurdles, especially to less experienced 
behavioral researchers. Here, we aim at providing a practical guide for a steady walk through the workflow of a typical 
behavioral experiment with human subjects. This primer concerns the design of an experimental protocol, research ethics, 
and subject care, as well as best practices for data collection, analysis, and sharing. The goal is to provide clear instructions 
for both beginners and experienced researchers from diverse backgrounds in planning behavioral experiments.
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Introduction

We are witnessing a technological revolution in the field 
of neuroscience, with increasingly large-scale neurophysi-
ological recordings in behaving animals (Gao & Ganguli, 
2015) combined with the high-dimensional monitoring of 
behavior (Musall et al., 2019; Pereira et al., 2020) and causal 
interventions (Jazayeri & Afraz, 2017) at its forefront. Yet, 

behavioral experiments remain an essential tool to inves-
tigate the mysteries underlying the human mind (Niv, 
2020; Read, 2015)—especially when combined with com-
putational modeling (Ma & Peters, 2020; Wilson & Col-
lins, 2019)—and constitute, compared to other approaches 
in neuroscience, an affordable and accessible approach. 
Ultimately, measuring behavior is the most effective way 
to gauge the ecological relevance of cognitive processes 
(Krakauer et al., 2017; Niv, 2020).

Here, rather than focusing on the theory of empirical 
measurement, we aim at providing a practical guide on 
how to overcome practical obstacles on the way to a suc-
cessful experiment. While there are many excellent text-
books focused on the theory underlying behavioral experi-
ments (Field & Hole, 2003; Forstmann & Wagenmakers, 
2015; Gescheider, 2013; Kingdom & Prins, 2016; Lee & 
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Wagenmakers, 2013), the practical know-how, which is key 
to successfully implementing these empirical techniques, 
is mostly informally passed down from one researcher to 
another. This primer attempts to capture these practicalities 
in a compact document that can easily be referred to. This 
document is based on a collaborative effort to compare our 
individual practices for studying perception, attention, deci-
sion-making, reinforcement learning, and working memory. 
While our research experience will inevitably shape and bias 
our thinking, we believe that the advice provided here is 
applicable to a broad range of experiments. This includes 
any experiment where human subjects respond through ste-
reotyped behavior to the controlled presentation of stimuli 
in order to study perception, high-level cognitive functions, 
such as memory, reasoning, and language, motor control, 
and beyond. Most recommendations are addressed to begin-
ners and neuroscientists who are new to behavioral experi-
ments, but can also help experienced researchers reflect 
on their daily practices. We hope that this primer nudges 
researchers from a wide range of backgrounds to run human 
behavioral experiments.

The first and critical step is to devise a working hypoth-
esis about a valid research question. Developing an interest-
ing hypothesis is the most creative part of any experimen-
tal enterprise. How do you know you have a valid research 
question? Try to explain your question and why it is impor-
tant to a colleague. If you have trouble verbalizing it, go 
back to the drawing board—that nobody did it before is not 
a valid reason in itself. Once you have identified a scientific 
question and operationalized your hypothesis, the steps pro-
posed below are intended to lead you towards the behavioral 
dataset needed to test your hypothesis. We present these steps 
as a sequence, though some steps can be taken in parallel, 
whilst others are better taken iteratively in a loop, as shown in 
Fig. 1. To have maximal control of the experimental process, 

we encourage the reader to get the full picture and consider 
all the steps before starting to implement it.

Step 1. Do it

There are many reasons to choose human behavioral 
experiments over other experimental techniques in neu-
roscience. Most importantly, analysis of human behavior 
is a powerful and arguably essential means to studying 
the mind (Krakauer et al., 2017; Niv, 2020). In practice, 
studying behavior is also one of the most affordable exper-
imental approaches. This, however, has not always been 
the case. Avant-garde psychophysical experiments dating 
back to the late 1940s (Koenderink, 1999), or even to the 
nineteenth century (Wontorra & Wontorra, 2011), involved 
expensive custom-built technology, sometimes difficult to 
fit in an office room (Koenderink, 1999). Nowadays, a 
typical human behavioral experiment requires relatively 
inexpensive equipment, a few hundred euros to compen-
sate voluntary subjects, and a hypothesis about how the 
brain processes information. Indeed, behavioral experi-
ments on healthy human adults are usually substantially 
faster and cheaper than other neuroscience experiments, 
such as human neuroimaging or experiments with other 
animals. In addition, ethical approval is easier to obtain 
(see Step 4), since behavioral experiments are the least 
invasive approach to study the computations performed 
by the brain, and human subjects participate voluntarily.

Time and effort needed for a behavioral project

With some experience and a bit of luck, you could imple-
ment your experiment and collect and analyze the data 

no
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Care for 
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Fig. 1  Proposed workflow for a behavioral experiment. See main text for details of each step.
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in a few months. However, you should not rush into data 
collection. An erroneous operationalization of the hypoth-
esis, a lack of statistical power, or a carelessly developed 
set of predictions may result in findings that are irrelevant 
to your original question, unconvincing, or uninforma-
tive. To achieve the necessary level of confidence, you 
will probably need to spend a couple of months polishing 
your experimental paradigm, especially if it is innovative. 
Rather than spending a long time exploring a potentially 
infinite set of task parameters, we encourage you to loop 
through Steps 2–5 to converge on a solid design.

Reanalysis of existing data as an alternative to new 
experiments

Finally, before running new experiments, check for existing 
data that you could use (Table 1), even if only to get a feeling 

for what real data will look like, or to test simpler versions of 
your hypothesis. Researchers are increasingly open to shar-
ing their data (Step 10), either publicly or upon request. If 
the data from a published article is not publicly available 
(check the data sharing statement in the article), do not hesi-
tate to write an email to the corresponding author politely 
requesting that data to be shared. In the best-case scenario, 
you could find the perfect dataset to address your hypothesis, 
without having to collect it. Beware however of data decay: 
the more hypotheses are tested in a single dataset, the more 
spurious effects will be found in this data (Thompson et al., 
2019). Regardless, playing with data from similar experi-
ments will help you get a feeling for the kind of data you 
can obtain, potentially suggesting ways to improve your own 
experiment. In Table 1 you can find several repositories with 
all sorts of behavioral data, both from human subjects and 
other species, often accompanied by neural recordings.

Table 1  Open repositories of behavioral data. In parentheses, specification of how to contribute to the database or repository. Legend: o, open 
for anyone to contribute; c, contributions restricted to specific community; p, peer-review process necessary

Database Type of data URL

Generic data
  DataverseNL (c) All types of data, including behavior datav erse. nl
  Dryad (o) Data from different fields of biology, including behavior datad ryad. org
  Figshare (o) All types of data, including behavior figsh are. com
  GIN (o) All types of data, including behavior gin.g- node. org
  Google Dataset Search (o) All types of data, including behavior datas etsea rch. resea rch. google. com
  Harvard Dataverse (o) All types of data, including behavior datav erse. harva rd. edu
  Mendeley Data All types of data, including behavior data. mende ley. com
  Nature Scientific Data (o,p) All types of data, including behavior nature. com/ sdata
  OpenLists (o) All types of electrophysiology, including behavior github. com/ openl ists/ Elect rophy siolo gyData
  OSF (o) All types of data, including behavior and neuroimaging. Pre-

registration service
osf. io

  Zenodo (o) All types of data, including behavior zenodo. org

Human data
OpenData (o) A collection of publicly available behavioral datasets curated 

by the Niv lab.
nivlab. github. io/ opendata

  CamCan (c) Cognitive and neuroimaging data of subjects across adult 
lifespan

cam- can. org

  Confidence database (c) Behavioral data with confidence measures osf. io/ s46pr
  Human Brain Project (p) Mostly human and mouse recordings, including behavior kg. ebrai ns. eu/ search
  Oasis (c) Neuroimaging, Clinical, and Cognitive Dataset for Normal 

Aging and Alzheimer’s Disease
oasis- brains. org

  Open Neuro (o) Human neuroimaging data, including behavior openn euro. org
  PsychArchives (o) All fields of psychology psych archi ves. org
  The Healthy Brain Network 

(c)
Psychiatric, behavioral, cognitive, and lifestyle phenotypes, as 

well as multimodal brain imaging of children and adoles-
cents (5-21)

fcon_1000.projects.nitrc.org/indi/cmi_
healthy_brain_network

Animal data
  CRCNS (o) Animal behavior and electrophysiology crcns. org
  International Brain Lab (c) Mouse electrophysiology and behavior data. inter natio nalbr ainlab. org
  Mouse Bytes (c) Mouse cognition, imaging and genomics mouse bytes. ca
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Step 2. Aim at the optimal design to test 
your hypothesis

Everything should be made as simple as possible, 
but not simpler

After you have developed a good sense of your hypothesis 
and a rough idea of what you need to measure (reaction 
times, recall accuracy on a memory task, etc.) to test it, 
start thinking about how you will frame your arguments 
in the prospective paper. Assuming you get the results you 
hope for, how will you interpret them and which alternative 
explanations might account for these expected outcomes? 
Having the paper in mind early on will help you define the 
concrete outline of your design, which will filter out tangen-
tial questions and analyses. As Albert Einstein famously did 
not say, “everything should be made as simple as possible, 
but not simpler.” That is a good mantra to keep in mind 
throughout the whole process, and especially during this 
stage. Think hard on what is the minimal set of conditions 
that are absolutely necessary to address your hypothesis. 
Ideally, you should only manipulate a small number of vari-
ables of interest, which influence behavior in a way that is 
specific to the hypothesis under scrutiny. If your hypoth-
esis unfolds into a series of sub-questions, focus on the core 
questions. A typical beginner’s mistake is to design complex 
paradigms aimed at addressing too many questions. This 
can have dramatic repercussions on statistical power, lead 
to overly complicated analyses with noisy variables, or open 
the door to “fishing expeditions” (see Step 6). Most impor-
tantly, unnecessary complexity will affect the clarity and 
impact of the results, as the mapping between the scientific 
question, the experimental design, and the outcome becomes 
less straightforward. On the other hand, a rich set of experi-
mental conditions may provide richer insights into cognitive 
processes, but only if you master the appropriate statistical 
tools to capture the complex structure of the data (Step 9).

At this stage, you should make decisions about the type 
of task, the trial structure, the nature of stimuli, and the vari-
ables to be manipulated. Aim at experimental designs where 
the variables of interest are manipulated orthogonally as 
they allow for the unambiguous attribution of the observed 
effects. This will avoid confounds that will be difficult to 
control for a posteriori (Dykstra, 1966; Waskom et  al., 
2019). Do not be afraid to innovate if you think this will 
provide better answers to your scientific questions. Often, 
we cannot address a new scientific question by shoehorning 
it into a popular design that was not intended for the ques-
tion. However, innovative paradigms can take much longer 
to adjust than using off-the-shelf solutions, so make sure the 
potential originality gain justifies the development costs. It 
is easy to get over-excited, so ask your close colleagues for 

honest feedback about your design—even better, ask explic-
itly for advice (Yoon et al., 2019). You can do that through 
lab meetings or contacting your most critical collaborator 
that is good at generating alternative explanations for your 
hypothesis. In sum, you should not cling to one idea; instead, 
be your own critic and think of all the ways the experiment 
can fail. Odds are it will.

Choosing the right stimulus set

For perceptual or memory studies, a good set of stimuli 
should have the following two properties. First, stimuli 
must be easily parametrized, such that a change in a stimu-
lus parameter will lead to a controlled and specific change 
in the perceptual dimension under study (e.g. motion coher-
ence in the random-dot kinematogram will directly impact 
the precision of motion perception; number of items in a 
working memory task will directly impact working memory 
performance). Ideally, parameters of interest are varied con-
tinuously or over at least a handful of levels, which allows 
for a richer investigation of behavioral effects (see Step 
9). Second, any other sources of stimulus variability that 
could impact behavior should be removed. For example, if 
you are interested in how subjects can discriminate facial 
expressions of emotion, generate stimuli that vary along 
the “happy–sad” dimension, while keeping other facial 
characteristics (gender, age, size, viewing angle, etc.) con-
stant. In those cases where unwanted variability cannot be 
removed (e.g. stimulus or block order effects), counterbal-
ance the potential nuisance factor across sessions, partici-
pants, or conditions. Choose stimulus sets where nuisance 
factors can be minimized. For example, use synthetic rather 
than real face images or a set of fully parameterized motion 
pulses (Yates et al., 2017) rather than random-dot stimuli 
where the instantaneous variability in the dot sequence can-
not be fully controlled. Bear in mind, however, that what 
you gain in experimental control may be lost in ecological 
validity (Nastase et al., 2020; Yarkoni, 2020). Depending 
on your question (e.g. studying population differences of 
serial dependence in visual processing [Stein et al., 2020] vs. 
studying the impact of visual serial dependence on emotion 
perception [Chen & Whitney, 2020]) it might be wise to use 
naturalistic stimuli rather than synthetic ones.

For cognitive studies of higher-level processes, you may 
have more freedom over the choice of stimuli. For example, 
in a reinforcement-learning task where subjects track the 
value associated with certain stimuli, the choice of stimuli 
might seem arbitrary, but you should preferably use stimuli 
that intuitively represent relevant concepts (Feher da Silva 
& Hare, 2020; Steiner & Frey, 2021) (e.g. a deck of cards 
to illustrate shuffling). Importantly, make sure that stimuli 
are effectively neutral if you do not want them to elicit dis-
tinct learning processes (e.g. in a reinforcement-learning 

61Behavior Research Methods  (2023) 55:58–76

1 3



1 3

framework, a green stimulus may be a priori associated 
with a higher value than a red stimulus) and matched at the 
perceptual level (e.g. same luminosity and contrast level), 
unless these perceptual differences are central to your 
question.

Varying experimental conditions over trials, blocks, 
or subjects

Unless you have a very good reason to do otherwise, avoid 
using different experimental conditions between subjects. 
This will severely affect your statistical power as inter-sub-
ject behavioral variability may take over condition-induced 
differences (for the same reason that an unpaired t-test is 
much less powerful than a paired t-test). Moreover, it is gen-
erally better to vary conditions over trials than over blocks, 
as different behavioral patterns across blocks could be driven 
by a general improvement of performance or fluctuations in 
attention (for a detailed discussion see Green et al. (2016)). 
However, specific experimental conditions might constrain 
you to use a block design, for example if you are interested 
in testing different types of stimulus sequences (e.g. blocks 
of low vs. high volatility of stimulus categories), or preclude 
a within-subject design (e.g., testing the effect of a positive 
or negative mood manipulation). In practice, if you opt for a 
trial-based randomization, you need to figure out how to cue 
the instructions on each trial without interfering too much 
with the attentional flow of the participants. It can be benefi-
cial to present the cue in another modality (for example, an 
auditory cue for a visual task). Beware also that task switch-
ing incurs some significant behavioral and cognitive costs 
and will require longer training to let participants associate 
cues with particular task instructions.

Pseudo‑randomize the sequence of task conditions

Task conditions (e.g. stimulus location) can be varied in 
a completely random sequence (i.e. using sampling with 
replacement) or in a sequence that ensures a fixed propor-
tion of different stimuli within or across conditions (using 
sampling without replacement). Generally, fixing the empiri-
cal distribution of task conditions is the best option, since 
unbalanced stimulus sequences can introduce confounds dif-
ficult to control a posteriori (Dykstra, 1966). However, make 
sure the randomization is made over sequences long enough 
that subjects cannot detect the regularities and use them to 
predict the next stimulus (Szollosi et al., 2019). Tasks that 
assess probabilistic learning, such as reinforcement learning, 
are exceptions to this rule. Because these tasks are centered 
around learning a probabilistic distribution, you should sam-
ple your stimuli randomly from the distribution of interest 
(Szollosi et al., 2019).

Carefully select the sample size

Start early laying out specific testable predictions and the 
analytical pipeline necessary for testing your predictions 
(Steps 6 and 9). This will help you find out which and 
how much data you need to gather for the comparisons of 
interest. It might be a good idea to ask a colleague with 
statistics expertise to validate it. If you plan on testing 
your different hypotheses using a common statistical test 
(a t-test, regression, etc.), then you can formally derive 
what is the minimum number of subjects you should test 
to be able to detect an effect of a given size, should it 
be present with a given probability (the power of a test; 
Fig. 2a) (Bausell & Li, 2002). As can be seen in Fig. 2, 
more power (i.e. confidence that if an effect exists, it will 
not be missed) requires more participants. The sample size 
can also be determined based on inferential goals other 
than the power of a test, such as estimating an effect size 
with a certain precision (Gelman & Carlin, 2014; Maxwell 
et al., 2008). For tables of sample size for a wide variety of 
statistical tests and effect size, see Brysbaert (2019); some 
researchers in the field prefer to use the G*Power software 
(Faul et al., 2009). Either way, be aware that you will often 
find recommended sample sizes to be much larger than 
those used in previous studies, which are likely to have 
been underpowered. In practice, this means that despite 
typical medium to small effect sizes in psychology (Cohen, 
1992), the authors did not use a sample size sufficiently 
large to address their scientific question (Brysbaert, 2019; 
Kühberger et al., 2014). When trying to determine the rec-
ommended sample size, your statistical test might be too 
complex for an analytical approach (Fig. 2), e.g. when 
you model your data (which we strongly recommend, see 
Rule 9). In such cases the sample size can be derived using 
simulation-based power analysis (Fig. 2b). That implies (a) 
simulating your computational model where your effect 
is present for many individual “subjects,” (b) fitting your 
model to the synthetic data for each subject, and (c) com-
puting the fraction of times that your effect is significant, 
given the sample size.

Whether based on analytical derivations or simulations, 
a power analysis depends on the estimation of the effect 
size. Usually that estimation is based on effect sizes from 
related studies, but reported effect sizes are often inflated 
due to publication biases (Kühberger et al., 2014). Alterna-
tively, a reverse power analysis allows you to declare what 
is the minimum effect size you can detect with a certain 
power given your available resources (Brysbaert, 2019; 
Lakens, 2021). In simulations, estimating the effect size 
means estimating a priori the value of the model param-
eters, which can be challenging (Gelman & Carlin, 2014; 
Lakens, 2021). To avoid such difficulties, you can decide 
the sample size a posteriori using Bayesian statistics. This 
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allows you to stop data collection whenever you reach a 
predetermined level of confidence in favor of your hypoth-
eses, or the null hypothesis (Fig. 2c) (Keysers et al., 2020). 
This evidence is expressed in a Bayesian setting and com-
puted as the Bayes factor, i.e. the ratio of the marginal 
likelihood for both the null and alternative hypotheses, 
which integrates the evidence provided by each partici-
pant. While a sequential analysis can also be performed 

with a frequentist approach, here you will have to correct 
for the sequential application of multiple correlated tests 
(Lakens, 2014; Stallard et al., 2020). Finally, another pos-
sibility is to fix the sample size based on heuristics such as 
rules or thumbs or replicating sample sizes from previous 
studies, but this is not recommended as publication biases 
lead to undersized samples (Button et al., 2013; Kvarven 
et al., 2020; Lakens, 2021).

A B

C D

Fig. 2  Methods for selecting the sample size. a Standard power anal-
ysis, here applied to a t-test. An effect size (represented by Cohen’s d, 
i.e. the differences in the population means over the standard devia-
tion) is estimated based on the minimum desired effect size or previ-
ously reported effect sizes. Here, we compute the power of the t-test 
as a function of sample size assuming an effect size of d = 0.4. Power 
corresponds to the probability of correctly detecting the effect (i.e. 
rejecting the null hypothesis with a certain α, here set to 0.05). The 
sample size is then determined as the minimal value (red star) that 
ensures a certain power level (here, we use the typical value of 80%). 
Insets correspond to the distribution of estimated effect sizes (here, z 
statistic) for example values of sample size (solid vertical bar: d̂ = 0). 
Blue area represents the significant effects. b Simulations of the drift-
diffusion model (DDM, Ratcliff & McKoon, 2008) with a condition-
dependent drift parameter μ (μA = 0.8, μB = 0.7); other parameters: 
diffusion noise σ = 1, boundary B = 1, non-decision time t = 300 ms). 
We simulated 60 trials in each condition and estimated the model 
parameters from the simulated data using the PyDDM toolbox (Shinn 
et al., 2020). We repeated the estimation for 500 simulations, with the 
corresponding distribution of estimated effect sizes ( �̂�

A
− �̂�

B
 ) shown 

in the left inset (black triangle marks the true value μA-μB = 0.1). The 
power analysis is then performed by computing a paired t-test for sub-
samples of n simulations between the estimated drift terms (100 sub-

samples have been used for each value of n). c Bayes factor (BF) as 
a function of sample size in a sequential analysis where the sample 
size is determined a posteriori (see main text). In these simulations, 
BF steadily increases as more subjects are included in the analyses, 
favoring the alternative hypothesis. Data collection is stopped once 
either of the target BF value of 6 or 1/6 is reached (here 6, i.e. very 
strong evidence in favor of the alternative hypothesis). Adapted from 
Keysers et al. (2020). The sample size is thus determined a posteriori. 
d A power analysis can also determine jointly the number of partici-
pants n and number of trials per participant k. The power analysis is 
based on assuming an effect size (d = 0.6) with a certain trial-wise 
(or within-subject) variability σw and across-subject variability σb. 
Here we used σw = 20 and σb = 0.6. The same logic as for the stand-
ard power analysis applies to compute the power analytically for each 
value of n and k, depicted here in the two-dimensional map. Contour 
plots denote power of 20%, 40%, 60%, 80%, and 90% (the thick line 
denotes the selected 80% contour). Points on a contour indicate dis-
tinct values of the pair (n,k) that yield the same power. The red star 
indicates a combination that provides 80% power and constitutes the 
preferred trade-off between the number of trials and number of sub-
jects. Adapted from Baker et al. (2021). See https:// shiny. york. ac. uk/ 
power conto urs/ for an online tool. Code for running the analysis is 
available at https:// github. com/ ahyafi l/ Sampl eSize.
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More trials from fewer subjects vs. fewer trials 
from more subjects

The number of trials per subject and number of subjects 
impacts the length and cost of the experiment, as well as 
its statistical power. Striking a balance between the two is 
a challenge, and there is no silver bullet for it, as it depends 
largely on the origin of the effect you are after, as well as 
its within-subject and across-subject variance (Baker et al., 
2021). As a rule of thumb, if you are interested in studying 
different strategies or other individual characteristics (e.g. 
Tversky & Kahneman, 1974), then you should sample the 
population extensively and collect data from as many sub-
jects as possible (Waskom et al., 2019). On the other hand, if 
the process of interest occurs consistently across individuals, 
as it is often assumed for basic processes within the sensory 
or motor systems, then capturing population heterogeneity 
might be less relevant (Read, 2015). In these cases, it can be 
beneficial to use a small sample of subjects whose behav-
ior is thoroughly assessed with many trials (Smith & Lit-
tle, 2018; Waskom et al., 2019). Note that with joint power 
analysis, you can determine the number of participants and 
number of trials per participant together (Fig. 2d) (Baker 
et al., 2021).

Step 3. Choose the right equipment 
and environment

Often, running experiments needs you to carefully control 
and/or measure variables such as luminance, sound pres-
sure levels, eye movements, timing of events, or the exact 
placement of hardware. Typical psychophysical setups con-
sist of a room in which you can ideally control, or at least 
measure, these factors. Think whether any of these could 
provide a variable of interest to your study or help to account 
for a potential confound. If so, you can always extend your 
psychophysics setup with more specialized equipment. For 
instance, if you are worried about unconstrained eye move-
ments or if you want to measure pupil size as a proxy of 
arousal, you will need an eye tracker.

Eye trackers and other sensors

You can control the impact of eye movements in your 
experiment either by design or by eliminating the incentive 
of moving the eyes, for example by using a fixation cross 
that minimizes their occurrence (Thaler et al., 2013). If you 
need to control eye gaze, for example to interrupt a trial 
if the subject does not fixate at the right spot, use an eye 
tracker. There are several affordable options, including those 
that you can build from scratch (Hosp et al., 2020; Mantiuk 
et al., 2012) that work reasonably well if ensuring fixation 

is all you need (Funke et al., 2016). If your lab has an EEG 
setup, electrooculogram (EOG) signals can provide a rough 
measure of eye movements (e.g. Quax et al., 2019). Recent 
powerful deep learning tools (Yiu et al., 2019) can also be 
used to track eye movements with a camera, but some only 
work offline (Bellet et al., 2019; Mathis et al., 2018).

There are many other “brain and peripheral sensors” that 
can provide informative measures to complement behavio-
ral outputs (e.g. heart rate, skin conductivity). Check Open-
BCI for open-source, low-cost products (Frey, 2016). If you 
need precise control over the timing of different auditory 
and visual events, consider using validation measures with 
external devices (toolkits, such as the Black Box Toolkit 
[Plant et al., 2004] can be helpful). Before buying expen-
sive equipment, check whether someone in your community 
already has the tool you need, and importantly, if whether 
is compatible with the rest of your toolkit, such as response 
devices, available ports, eye trackers, but also software and 
your operating system.

Scaling up data collection

If you conclude that luminosity, sounds, eye movements, 
and other factors will not affect the behavioral variables of 
interest, you can try to scale things up by testing batches of 
subjects in parallel, for example in a classroom with mul-
tiple terminals. This way you can welcome and guide the 
subjects through the written instructions collectively, and 
data collection will be much faster. For parallel testing, make 
sure that the increased level of distractions does not nega-
tively affect subjects’ performance, and that your code runs 
100% smoothly (Table 2). Consider running your experi-
ment with more flexible and maybe cheaper setups, such 
as tablets (Linares et al., 2018). Alternatively, you can take 
your experiment online (Gagné & Franzen, 2021; Lange 
et al., 2015; Sauter et al., 2020). An online experiment 
speeds up data collections by orders of magnitude (Difal-
lah et al., 2018; Stewart et al., 2017). However, it comes at 
the cost of losing experimental control, leading to possibly 
noisier data (Bauer et al., 2020; Crump et al., 2013; Gagné 
& Franzen, 2021; Thomas & Clifford, 2017). In addition, 
you will need approximately 30% more participants in an 
online experiment for the same statistical power if done in 
the lab, although this estimation depends on the task (Gillan 
& Rutledge, 2021). Making sure your subjects understand 
the instructions (see tips in Step 7) and filtering out those 
subjects that demonstrably do not understand the task (e.g. 
by asking comprehension questions after the instructions) 
also has an impact on data quality. Make sure you control for 
more technical aspects, such as enforcing full-screen mode 
and guarding your experiments against careless responding 
(Dennis et al., 2018; Zorowitz et al. 2021). Keep in mind 
that online crowdsourcing experiments come with their own 

64 Behavior Research Methods  (2023) 55:58–76



set of ethical concerns regarding payment and exploitation 
and an extra set of challenges regarding the experimental 
protocol (Gagné & Franzen, 2021) that need to be taken into 
consideration (Step 4).

Use open‑source software

Write your code in the most appropriate programming 
language, especially if you do not have strong preferences 
yet. Python, for example, is open-source, free, versatile, 
and currently the go-to language in data science (Kaggle, 
2019) with plenty of tutorials for all levels of proficiency. 
PsychoPy is a great option to implement your experiment, 
should you choose to do it in Python. If you have strong 
reasons to use Matlab, Psychtoolbox (Borgo et al., 2012) is 
a great tool, too. If you are considering running your experi-
ment on a tablet or even a smartphone, you could use Stim-
uliApp (Marin-Campos et al., 2020). Otherwise check Hans 

Strasburger’s page (Strasburger, 1994) that has provided a 
comprehensive and up-to-date overview of different tools, 
among other technical tips, for the last 25 years.

Step 4. Submit early to the ethics committee

This is a mandatory yet often slow and draining step. Do not 
take this step as a mere bureaucratic one, and instead think 
actively and critically about your own ethics. Do it early to 
avoid surprises that could halt your progress. Depending on 
the institution, the whole process can take several months. 
In your application, describe your experiment in terms 
general enough as to accommodate for later changes in the 
design that will inevitably occur. This is of course without 
neglecting potentially relevant ethical issues, especially if 
your target population can be considered vulnerable (such 
as patients or minors). You will have to describe factors 

Table 2  Top 10 most common coding and data handling errors committed by the authors when doing psychophysics, and how to avoid them. 
These are loosely sorted by type of error (crashes, incorrect runs, saving data issues), not by frequency

Common mistake How to avoid it

1) The code breaks in the middle of a session, and all data are lost. Save your data at the end of each block or, if possible, at the end of each 
trial.

2) Your code breaks when a certain key is hit, or when secondary 
external hardware (e.g. eye tracker) unexpectedly stops sending 
signals.

Check which keys are assigned in your paradigm, and which lead to 
the interruption of the program. Check in advance what happens if 
external hardware problems emerge. Perform a crash test of your code 
to make sure it is resilient to wrong keys being hit, or keys being hit at 
the wrong time.

3) You made an “improvement” just before the experimental session. 
Your code now breaks unexpectedly or doesn’t run at all during data 
collection.

Never use untested code.

4) Some software sends a notification, such as software updates, in the 
middle of a session. The experiment is interrupted, and the subject 
might not even notify you.

Switch off all software you don’t need, disable automatic updates. Dis-
able the internet connection.

5) The randomization of stimuli or conditions is wrong, or identical 
for all subjects.

Make sure to use a different random seed (whenever you want your 
data to be independent) and save it along with the other variables. 
Inspect the distribution of conditions in your data generated by your 
randomization.

6) Your subject is not doing what they should and you don’t notice. Have a control screen or a remote connection to mirror the subject’s 
display (e.g. with Chrome Remote Desktop), but make sure it will not 
introduce delays. There, also print ongoing performance measures.

7) You overwrite data/code from earlier sessions or subjects. These 
data are now lost.

Add a line of code that checks whether the filename where you want 
to store the data already exists. Backup output directory regularly 
through git. Alternatively or additionally, use timestamps in file names 
(with second resolution)  and and back up your data automatically 
(e.g., on the cloud). 

8) You save participant data with the wrong identifier and later cannot 
assign it correctly.

Use multiple identifiers to name a file: subject and session ID + date 
and time + computer ID, for example.

9) You decided at some point to adjust “constant” experimental 
parameters during data collection. Now, which participants saw 
what?

Define all experimental parameters at the beginning of your code, pref-
erably in a flexible format such as a python dictionary, and save them 
in a separate log file for each session or include them in your table 
repeatedly for each trial.

10) After data collection, you start having doubts about the timing of 
events, and the temporal alignment with continuous data, possibly 
stored on another device (fMRI, eye tracking).

Save “time stamps” in your data table for each event of a trial (fixation 
onset, stimulus onset, etc.). Make sure your first event is temporally 
aligned to the onset of continuous data.
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concerning the sample, such as the details of participant 
recruitment, planned and justified sample sizes (see Step 
3), and details of data anonymization and protection, making 
sure you comply with existing regulations (e.g. General Data 
Protection Regulation in the European Union). For some 
experiments, ethical concerns might be inherent to the task 
design, for example when you use instructions that leave 
the subject in the dark about the concepts that are studied, 
or purposefully distract their attention from them (deceiving 
participants; Field & Hole, 2003). You should also provide 
the consent form that participants will sign. Each commit-
tee has specific requirements (e.g. regarding participant 
remuneration, see below), so ask more seasoned colleagues 
for their documents and experiences, and start from there. 
Often, the basic elements of an ethics application are widely 
recyclable, and this is the one of the few cases in research 
where copy-pasting is highly recommendable. Depending 
on your design, some ethical aspects will be more relevant 
than others. For a more complete review of potential points 
of ethical concern, especially in psychological experiments, 
we refer the reader to the textbook by Field and Hole (Field 
& Hole, 2003). Keep in mind that as you want to go through 
the least rounds of review as possible, you should make sure 
you are abiding by all the rules.

Pay your subjects generously

Incentivize your subjects to perform well, for example by 
offering a bonus if they reach a certain performance level, 
but let them know that it is normal to make errors. Find 
the right trade-off between the baseline show-up payment 
and the bonus: if most of the payment is show-up fee, par-
ticipants may not be motivated to do well. If most of it is a 
performance bonus, poorly performing participants might 
lose their motivation and drop out, which might introduce 
a selection bias, or your study can be considered exploita-
tive. Beware that the ethics committee will ultimately decide 
whether a specific payment scheme is considered fair or not. 
In our experience, a bonus that adds up to 50–100% of the 
show-up fee to the remuneration is a good compromise. 
Alternatively, social incentives, such as the challenge to beat 
a previous score, can be effective in increasing the motiva-
tion of your subjects (Crawford et al., 2020). Regardless of 
your payment strategy, your subjects should always have the 
ability to leave the experiment at any point without losing 
their accumulated benefits (except for some eventual bonus 
for finishing the experiment). If you plan to run an online 
experiment, be aware that your subjects might be more vul-
nerable to exploitation than subjects in your local participant 
pool (Semuels, 2018). The average low payment in crowd-
sourcing platforms biases us to pay less than what is ethi-
cally acceptable. Do not pay below the minimum wage in the 
country of your subjects, and significantly above the average 

wage if it is a low-income country. It will likely be above 
the average payment on the platform, but still cheaper than 
running the experiment in the lab, where you would have to 
pay both the subject and the experimenter. Paying well is not 
only ethically correct, it will also allow you to filter for best 
performers and ensure faster and higher data quality (Stew-
art et al., 2017).  Keep in mind that rejecting a participant’s 
experiment (e.g., because their responses suggest they were 
not attentive to the experiment) can have ramifications to 
their earning ability in other tasks on the hosting platform, 
so you should avoid rejecting experiments unless you have 
strong reason to believe the participant is a bot not a human.

Step 5. Polish your experimental design 
through piloting

Take time to run pilots to fine-tune your task parameters, 
especially for the most innovative elements in your task. 
Pilot yourself first (Diaz, 2020). Piloting lab mates is com-
mon practice, and chances are that after debriefing, they 
will provide good suggestions on improving your paradigm, 
but it is preferable to hire paid volunteers also for piloting 
instead of coercing (even if involuntarily) your lab mates 
into participation (see Step 7). Use piloting to adjust design 
parameters, including the size and duration of stimuli, mask-
ing, the duration of the inter-trial interval, and the modality 
of the response and feedback. In some cases, it is worth 
considering using online platforms to run pilot studies, espe-
cially when you want to sweep through many parameters 
(but see Step 2).

Trial difficulty and duration

Find the right pace and difficulty for the experiment to mini-
mize boredom, tiredness, overload, or impulsive responses 
(Kingdom & Prins, 2016). If choices represent your main 
behavioral variable of interest, you probably want subjects’ 
overall performance to fall at an intermediate level far from 
perfect and far from chance, so that changes in conditions 
lead to large choice variance. If the task is too hard, subjects 
will perform close to chance level, and you might not find 
any signature of the process under study. If the task is too 
easy, you might observe ceiling effects (Garin, 2014), and the 
choice patterns will not be informative either (although reac-
tion times may). In the general case, you might simulate your 
computational model on your task with different difficulty 
levels to see which provides the maximum power, in a simi-
lar way that can be done to adjust the sample size (see Step 
2 and Fig. 2b). As a rule of thumb, some of the authors typi-
cally find that an average performance roughly between 70 
and 90% provides the best power for two-alternative forced-
choice tasks. If you want to reduce the variability of subject 
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performance, or if you are interested in studying individual 
psychophysical thresholds, consider using an adaptive pro-
cedure (Cornsweet, 1962; Kingdom & Prins, 2016; Prins, 
2013) to adjust the difficulty for each subject individually. 
Make conscious decisions on what aspects of the task should 
be fixed-paced or self-paced. To ease subjects into the task, 
you might want to include a practice block with very easy 
trials that become progressively more difficult, for example 
by decreasing the event duration or the stimulus contrast 
(i.e. fading; Pashler & Mozer, 2013). Make sure you provide 
appropriate instructions as these new elements are added. 
If you avoid overwhelming their attentional capacities, the 
subjects will more rapidly automatize parts of the process 
(e.g. which cues are associated with a particular rule, key-
response mappings, etc.).

Perform sanity checks on pilot data

Use pilot data to ensure that the subjects' performance 
remains reasonably stable across blocks or experimental 
sessions, unless you are studying learning processes. Stable 
estimates require a certain number of trials, and the right 
balance for this trade-off needs to be determined through 
experience and piloting. A large lapse rate could signal 
poor task engagement (Fetsch, 2016) (Step 8); in some 
experiments, however, it may also signal failure of memory 
retrieval, exploration, or another factor of interest (Pisupati 
et al., 2019).

Make sure that typical findings are confirmed (e.g. higher 
accuracy and faster reaction times for easier trials, prefer-
ence for higher rewards, etc.) and that most responses occur 
within the allowed time window. Sanity checks can reveal 
potential bugs in your code, such as incorrectly saved data or 
incorrect assignment of stimuli to task conditions (Table 2), 
or unexpected strategies employed by your subjects. The 
subjects might be using superstitious behavior or alternative 
strategies that defeat the purpose of the experiment alto-
gether (e.g. people may close their eyes in an auditory task 
while you try to measure the impact of visual distractors). In 
general, subjects will tend to find the path of least resistance 
towards the promised reward (money, course credit, etc.).

Finally, debrief your pilot subjects to find out what 
they did or did not understand (see also Step 7), and ask 
open-ended questions to understand which strategies they 
used. Use their comments to converge on an effective set 
of instructions and to simplify complicated corners of your 
design.

Exclusion criteria

Sanity checks can form the basis of your exclusion crite-
ria, e.g. applying cutoff thresholds regarding the propor-
tion of correct trials, response latencies, lapse rates, etc. 

Make sure your exclusion criteria are orthogonal to your 
main question, i.e. that they do not produce any system-
atic bias on your variable of interest. You can decide the 
exclusion criteria after you collect a cohort of subjects, but 
always make decisions about which participants (or trials) 
to exclude before testing the main hypotheses in that cohort. 
Proceed with special caution when defining exclusion cri-
teria for online experiments, where performance is likely 
more heterogeneous and potentially worse. Do not apply 
the same criteria to online and in-lab experiments. Instead, 
run a dedicated set of pilots to define the appropriate crite-
ria. All excluded subjects should be reported in the manu-
script and, and their data shared together with the other 
subjects (see Step 10).

Including pilot data in the final analyses

Be careful about including pilot data in your final cohort. 
If you decide to include pilot data, you must not have 
tested your main hypothesis on that data; otherwise it 
would be considered scientific malpractice (see p-hack-
ing, Step 6). The analyses you run on pilot data prior to 
deciding whether to include it in your main cohort must 
be completely orthogonal to your main hypothesis (e.g. if 
your untested main hypothesis is about the difference in 
accuracy between two conditions, you can perform san-
ity checks to assess whether the overall accuracy of the 
participants is in a certain range, if your untested main 
hypothesis is about the difference in accuracy between two 
conditions). If you do include pilot data in your manu-
script, be explicit about what data were pilot data and what 
was the main cohort in the paper.  

Step 6. Preregister or replicate your 
experiment

An alarming proportion of researchers in psychology 
reports to have been involved in some form of question-
able research practice (Fiedler & Schwarz, 2016; John 
et al., 2012). Two common forms of questionable prac-
tices, p-hacking and HARKing (Stroebe et  al., 2012), 
increase the likelihood of obtaining false positive results. 
In p-hacking (Simmons et al., 2011), significance tests are 
not corrected for testing multiple alternative hypotheses 
(Benjamini & Hochberg, 2000). For instance, it might 
be tempting to use the median as the dependent variable, 
after having seen that the mean gave an unsatisfactory out-
come, without correcting for having performed two tests. 
HARKing refers to the formulation of a hypothesis after 
the results are known, pretending that the hypothesis was 
a priori (Kerr, 1998). Additionally, high-impact journals 
have a bias for positive findings with sexy explanations, 
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while negative results often remain unpublished (Ioannidis, 
2005; Rosenthal, 1979). These practices posit a substantial 
threat to the efficiency of research, and they are believed 
to underlie the replication crisis in psychology and other 
disciplines (Open Science Collaboration, 2015). Ironically, 
the failure to replicate is highly replicable (Klein et al., 
2014, 2018).

Preregistration

This crisis has motivated the practice of preregistering 
experiments before the actual data collection (Kupfer-
schmidt, 2018; Lakens, 2019). In practice, this consists 
of a short document that answers standardized questions 
about the experimental design and planned statistical 
analyses. The optimal time for preregistration is once 
you finish tweaking your experiment through piloting 
and power analysis (Steps 2–5). Preregistration may 
look like an extra hassle before data collection, but it 
will actually often save you time: writing down explicitly 
all your hypotheses, predictions, and analyses is itself 
a good sanity check, and might reveal some inconsist-
encies that lead you back to amending your paradigm. 
More importantly, it helps to protect from the conscious 
or unconscious temptation to change the analyses or 
hypothesis as you go. The text you generate at this point 
can be reused for the introduction and methods sections 
of your manuscript. Alternatively, you can opt for regis-
tered reports, where you submit a prototypic version of 
your final manuscript without the results to peer review 
(Lindsay et al., 2016). If your report survives peer review, 
it is accepted in principle, which means that whatever the 
outcome, the manuscript will be published (given that the 
study was rigorously conducted). Many journals, includ-
ing high-impact journals such as eLife, Nature Human 
Behavior, and Nature Communications already accept this 
format. Importantly, preregistration should be seen as “a 
plan, not a prison” (DeHaven, 2017). Its real value lies 
in clearly distinguishing between planned and unplanned 
analyses (Nosek et al., 2019), so it should not be seen 
as an impediment to testing exploratory ideas. If (part 
of) your analyses are exploratory, acknowledge it in the 
manuscript. It does not decrease their value: most sci-
entific progress is not achieved by confirming a priori 
hypotheses (Navarro, 2020).

Several databases manage and store preregistrations, 
such as the popular Open Science Framework (OSF.io) 
or AsPre dicted. org, which offers more concrete guide-
lines. Importantly, these platforms keep your registra-
tion private, so there is no added risk of being scooped. 
Preregistering your analyses does not mean you cannot 
do exploratory analyses, just that these analyses will be 

explicitly marked as such. This transparency strengthens 
your arguments when reviewers read your manuscript, 
and protects you from involuntarily committing scientific 
misconduct. If you do not want to register your experi-
ment publicly, consider at least writing a private document 
in which you detail your decisions before embarking on 
data collection or analyses. This might be sufficient for 
most people to counteract the temptation of questionable 
research practices.

Replication

You can also opt to replicate the important results of your 
study in a new cohort of subjects (ideally two). In essence, 
this means that analyses run on the first cohort are explora-
tory, while the same analyses run on subsequent cohorts 
are considered confirmatory. If you plan to run new experi-
ments to test predictions that emerged from your findings, 
include the replication of these findings in the new experi-
ments. For most behavioral experiments, the cost of run-
ning new cohorts with the same paradigm is small in com-
parison to the great benefit of consolidating your results. In 
general, unless we have a very focused hypothesis or have 
limited resources, we prefer replication over pre-registra-
tion. First, it allows for less constrained analyses on the 
original cohort data, because you don’t tie your hands until 
replication. Then, by definition, replication is the ultimate 
remedy to the replication crisis. Finally, you can use both 
approaches together and preregister before replicating your 
results.

In summary, preregistration (Lakens, 2019) and rep-
lication (Klein et al., 2014, 2018) will help to improve 
the standards of science, partially by protecting against 
involuntary malpractices, and will greatly strengthen your 
results in the eyes of your reviewers and readers. Beware, 
however—preregistration and replication cannot replace a 
solid theoretical embedding of your hypothesis (Guest & 
Martin, 2021; Szollosi et al., 2020).

Step 7. Take care of your subjects

Remember that your subjects are volunteers, not your 
employees (see Step 4). They are fellow homo sapiens help-
ing science progress, so acknowledge that and treat them 
with kindness and respect (Wichmann & Jäkel, 2018). Send 
emails with important (but not too much) information well in 
advance. Set up an online scheduling system where subjects 
can select their preferred schedule from available slots. This 
will avoid back and forth emails. If you cannot rely on an 
existing database for participant recruitment, create one and 
ask your participants for permission to include them in it 
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(make sure to comply with regulations on data protection). 
Try to maintain a long and diverse list, but eliminate unreli-
able participants. For online experiments, where you can 
typically access more diverse populations, consider which 
inclusion criteria are relevant to your study, such as native 
language or high performance in the platform.

Systematize a routine that starts on the participants’ 
arrival

Ideally, your subjects should come fully awake, healthy, 
and without the influence of any non-prescription drugs 
or medication that alter perceptual or cognitive processes 
under study. Have them switch their mobile phones to air-
plane mode. During the first session, participants might 
confuse the meaning of events within a trial (e.g. what is 
fixation, cue, stimulus, response prompt, feedback), espe-
cially if they occur in rapid succession. To avoid this, write 
clear and concise instructions and have your participants 
read them before the experiment. Ensuring that your sub-
jects all receive the same written set of instructions will 
minimize variability in task behavior due to framing effects 
(Tversky & Kahneman, 1989). Showing a demo of the task 
or including screenshots in the instructions also helps a lot. 
Conveying the rules so that every participant understands 
them fully can be a challenge for the more sophisticated 
paradigms. A good cover story can make all the difference, 
or example, instead of a deep dive into explaining a proba-
bilistic task, you could use an intuitive “casino” analogy. 
Allow some time for clarifying questions and comprehen-
sion checks, and repeat instructions on the screen during the 
corresponding stages of the experiment (introduction, prac-
tice block, break, etc.). Measure performance on practice 
trials and do not move to the subsequent stage before some 
desired level of performance is reached (unless you are pre-
cisely interested in the learning process or the performance 
of naive subjects). If your experimental logic assumes a 
certain degree of naïveté about the underlying hypothesis 
(e.g. in experiments measuring the use of different strate-
gies), make sure that your subject does not know about the 
logic of the experiment, especially if they are a colleague or 
a friend of previous participants: asking explicitly is often 
the easiest way. If a collaborator is collecting the data for 
you, spend some time training them and designing a clear 
protocol (e.g. checklist including how to calibrate the eye 
tracker), including troubleshooting. Be their first mock sub-
ject, and be there for their first real subject.

Optimize the subjects’ experience

Use short blocks that allow for frequent quick breaks 
(humans get bored quickly), for example every ~5 

minutes (Wichmann & Jäkel, 2018). Include the possi-
bility for one or two longer breaks after each 30–40 min-
utes, and make sure you encourage your subjects between 
blocks. One strategy to keep motivation high is to gamify 
your paradigm with elements that do not interfere with 
the cognitive function under study. For instance, at the 
end of every block of trials, display the remaining num-
ber of blocks. You can also provide feedback after each 
trial by displaying coin images on the screen, or by play-
ing a sequence of tones (upward for correct response, 
downward for errors).

Providing feedback

In general, we recommend giving performance feedback 
after each trial or block, but this aspect can depend on 
the specific design. At minimum, provide a simple feed-
back to acknowledge that the subject has responded and 
what they responded (i.e. an arrow pointing in the direc-
tion of the subject’s choice). This type of feedback helps 
maintain subject engagement through the task, especially 
in the absence of outcome feedback (e. g. (Karsh et al. 
2020)). However, regarding outcome feedback, whereas 
this is mandatory in reinforcement-learning paradigms, 
it can be counterproductive in other cases. First, out-
come feedback influences the next few trials due to win-
stay-lose-switch strategies (Abrahamyan et al., 2016; 
Urai et al., 2017) or other types of superstitious behavior 
(Ono, 1987). Make sure this nuisance has a very limited 
impact on your variables of interest, unless you are pre-
cisely interested in these effects. Second, participants can 
use this feedback as a learning signal (Massaro, 1969) 
which will lead to an increase in performance through-
out the session, especially for strategy-based paradigms 
or paradigms that include confidence reports (Schustek 
et al., 2019).

Step 8. Record everything

Once you have optimized your design and chosen the 
right equipment to record the necessary data to test your 
hypothesis, record everything you can record with your 
equipment. The dataset you are generating might be useful 
for others or your future self in ways you cannot predict 
now. For example, if you are using an eye tracker to ensure 
fixation, you may as well record pupil size (rapid pupil 
dilation is a proxy for information processing [Cheadle 
et al., 2014] and decision confidence [Urai et al., 2017]). 
If subjects respond with a mouse, it may be a good idea 
to record all the mouse movements. Note, however, that 
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logging everything does not mean you can analyze every-
thing without having to correct for multiple tests (see also 
Step 6).

Save your data in a tidy table (Wickham, 2014) and 
store it in a software-independent format (e.g. a .csv 
instead of a .mat file) which makes it easy to analyze and 
share (Step 10). Don’t be afraid of redundant variables 
(e.g. response identity and response accuracy); redun-
dancy enables robustness to correct for possible mis-
takes. If some modality produces continuous output, such 
as pupil size or cursor position, save it in a separate file 
rather than creating Kafkaesque data structures. If you 
use an eye-tracker or neuroimaging device, make sure you 
save synchronized timestamps in both data streams for 
later data alignment (see Table 2). If you end up changing 
your design after starting data collection—even for small 
changes—save those version names in a lab notebook. If 
the lab does not use a lab notebook, start using one, pref-
erably a digital notebook with version control (Schnell, 
2015). Mark all incidents there, even those that may seem 
unimportant at the moment. Use version control software 
such as GitHub to be able to track changes in your code. 
Back up your data regularly, making sure you comply 
with the ethics of data handling (see also Steps 4 and 10). 
Finally, don’t stop data collection after the experiment is 
done. At the end of the experiment, debrief your partici-
pants. Ask questions such as “Did you see so-and-so?” 
or “Tell us about the strategy you used to solve part II” 
to make sure the subjects understood the task (see Step 
5). It is also useful to include an informal questionnaire 
about the participant at the end of the experiment, e.g. 
demographics (should you have approval from the ethics 
committee).

Step 9. Model your data

Most statistical tests rely on some underlying linear statis-
tical model of your data (Lindeløv, 2019). Therefore, data 
analysis can be seen as modeling. Proposing a statistical 
model of the data means turning your hypothesis into a 
set of statistical rules that your experimental data should 
comply with. Using a model that is tailored to your experi-
mental design can offer you deeper insight into cognitive 
mechanisms than standard analyses (see below). You can 
model your data with different levels of complexity, but 
recall the “keep it simple” mantra: your original questions 
are often best answered with a simple model. Adding a 
fancy model to your paper might be a good idea, but only 
if it adds to the interpretation of your results. See Box 1 
for general tips on data analysis.

Box: General tips for data analysis.

• Each analysis should answer a question: keep the thread of your 
story in mind and ask one question at a time.

• Think of several analyses that could falsify your current interpre-
tation, and only rest assured after finding a coherent picture in the 
cumulative evidence.

• Start by visualizing the results in different conditions using the 
simplest methods (e.g. means with standard errors).

• Getting a feeling for a method means understanding its assump-
tions and how your data might violate them. Data violates 
assumptions in many situations, but not always in a way that is 
relevant to your findings, so know your assumptions, and don’t be 
a slave to the stats.

• Nonparametric methods (e.g. bootstrap, permutation tests, and 
cross-validation; see Model fitting day at ’t Hart et al., 2021), the 
Swiss knife of statistics, are often a useful approach because they 
do not make assumptions about the distribution of the data—but 
see Wilcox & Rousselet (2018).

• Make sure that you test for interactions when appropriate (Nieu-
wenhuis et al., 2011).

• If your evidence coherently points to a null finding, use Bayesian 
statistics to see whether you can formally accept it (Keysers et al., 
2020).

• Correct your statistics for multiple comparisons, including those 
you end up not reporting in your manuscript (e.g. Benjamini & 
Hochberg, 2000).

Learn how to model your data

Computational modeling might put off the less experienced 
in statistics or programming. However, modeling is more 
accessible than most would think. Use regression models 
(e.g. linear regression for reaction times or logistic regres-
sion for choices; Wichmann & Hill, 2001a, b) as a descrip-
tive tool to disentangle different effects in your data. If you 
are looking for rather formal introductions to model-based 
analyses (Forstmann & Wagenmakers, 2015; Kingdom & 
Prins, 2016; Knoblauch & Maloney, 2012), the classical 
papers by Wichmann & Hill (2001a, b) and more recent 
guidelines (Palminteri et al., 2017; Wilson & Collins, 2019) 
are a good start. If you prefer a more practical introduction, 
we recommend Statistics for Psychology: A Guide for Begin-
ners (and everyone else) (Watt & Collins, 2019) or going 
through some hands-on courses, for example Neuromatch 
Academy (’t Hart et al., 2021), BAMB! (bambs chool. org), 
or Model-Based Neuroscience Summer School (model based 
neuro sci. com).

The benefits of data modeling

Broadly, statistical and computational modeling can buy 
you four things: (i) model fitting, to quantitatively estimate 
relevant effects and compare them between different condi-
tions or populations, (ii) model validation, to test whether 
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your conceptual model captures how behavior depends on 
the experimental variables, (iii) model comparison, to deter-
mine quantitatively which of your hypothesized models is best 
supported by your data, and (iv) model predictions that are 
derived from your data and can be tested in new experiments. 
On a more general level, computational modeling can con-
strain the space of possible interpretations of your data, and 
therefore contributes to reproducible science and more solid 
theories of the mind (Guest & Martin, 2021). See also Step 2.

Model fitting

There are packages or toolboxes that implement model fitting 
for most regression analyses (Bürkner, 2017; Seabold & Perk-
told, 2010) and standard models of behavior, such as the DDM 
(Shinn et al., 2020; Wiecki et al., 2013) or reinforcement learn-
ing models (e.g. Ahn et al., 2017; Daunizeau et al., 2014). For 
models that are not contained in statistical packages, you can 
implement custom model fitting in three steps: (1) Formalize 
your model as a series of computational, parameterized opera-
tions that transform your stimuli and other factors into behav-
ioral reports (e.g. choice and/or response times). Remember 
that you are describing a probabilistic model, so at least one 
operation must be noisy. (2) Write down the likelihood func-
tion, i.e. the probability of observing a sequence of responses 
under your model, as a function of model parameters. Lastly, 
(3) use a maximization procedure (e.g. function fmincon in 
matlab or optimize in python, or learn how to use Bayesian 
methods as implemented in the cross-platform package Stan 
[mc- stan. org]) to find the parameters that maximize the like-
lihood of your model for each participant individually—the 
so-called maximum-likelihood (ML) parameters. This can also 
be viewed as finding the parameters that minimize the loss 
function, or the model error on predicting subject behavior. 
Make sure your fitting procedure captures what you expect by 
validating it on synthetic data, where you know the true param-
eter values (Heathcote et al., 2015; Palminteri et al., 2017; Wil-
son & Collins, 2019). Compute uncertainty (e.g. confidence 
intervals) about the model parameters using bootstrap methods 
(parametric bootstrapping if you are fitting a sequential model 
of behavior, classical bootstrapping otherwise). Finally, you 
may want to know whether your effect is consistent across 
subjects, or whether the effect differs between different popula-
tions, in which case you should compute confidence intervals 
across subjects. Sometimes, subjects’ behavior differs quali-
tatively and cannot be captured by a single model. In these 
cases, Bayesian model selection allows you to accommodate 
the possible heterogeneity of your cohort (Rigoux et al., 2014).

Model validation

After fitting your model to each participant, you should 
validate it by using the fitted parameter values to simulate 

responses, and compare them to behavioral patterns of the 
participant (Heathcote et al., 2015; Wilson & Collins, 2019). 
This control makes sure that the model not only  fits the data 
but can also perform the task itself while capturing the quali-
tative effects in your data (Palminteri et al., 2017).

Model comparison

In addition to your main hypothesis, always define one or 
several “null models” that implement alternative hypoth-
eses and compare them using model-comparison techniques 
(Heathcote et al., 2015; Wilson & Collins, 2019). In gen-
eral, use cross validation for model selection, but be aware 
that both cross validation and information criteria (Akaike/
Bayesian information criterion [AIC/BIC]) are imprecise 
metrics when your dataset is small (<100 trials; Varoqu-
aux, 2018); in this case, use fully Bayesian methods if avail-
able (Daunizeau et al., 2014). In the case of sequential tasks 
(e.g. in learning studies), where the different trials are not 
statistically independent, use block cross-validation instead 
of cross-validation (Bergmeir & Benítez, 2012). For nested 
models—when the complex model includes the simpler 
one—you can use the likelihood-ratio test to perform sig-
nificance testing.

Model prediction

Successfully predicting behavior in novel experimental data 
is the Holy Grail of the epistemological process. Here, one 
should make predictions about the cognitive process in a 
wider set of behavioral measures or conditions. For example, 
you might fit your model on reaction times and use those 
fits to make predictions about a secondary variable (Step 8), 
such as choices or eye movements, or generate predictions 
from the model in another set of experimental conditions.

Step 10. Be transparent and share

Upon publication, share everything needed to replicate your 
findings in a repository or shared database (see Table 1). 
That includes your data and code. Save your data in a tidy 
table (Wickham, 2014) with one trial per line and all the 
relevant experimental and behavioral variables as columns. 
Try to use a common data storage format, adopted within 
or outside your lab. Aim at properly documented data and 
code, but don’t let that be the reason not to share. After 
all, bad code is better than no code (Barnes, 2010; Gleeson 
et al., 2017). If possible, avoid using proprietary software for 
your code, analyses, and data (e.g. share a .csv instead of a 
.mat file). We recommend the use of python or R notebooks 
(Rule et al., 2019) to develop your analyses and git for ver-
sion control (Perez-Riverol et al., 2016). Notebooks make 

71Behavior Research Methods  (2023) 55:58–76

1 3

http://mc-stan.org


1 3

it easier to share code with the community, but also with 
advisors or colleagues, when asking for help.

Discussion

Our goal here was to provide practical advice, rather than 
illuminating the theoretical foundations for designing and 
running behavioral experiments with humans. Our recom-
mendations, or steps, span the whole process involved in 
designing and setting up an experiment, recruiting and car-
ing for the subjects, and recording, analyzing, and sharing 
data. Through the collaborative effort of collecting our per-
sonal experiences and writing them down in this manuscript, 
we have learned a lot. In fact, many of these steps were 
learned after painfully realizing that doing the exact oppo-
site was a mistake. We thus wrote the “practical guide” we 
wished we had read when we embarked on the adventure 
of our first behavioral experiment. Some steps are therefore 
rather subjective, and might not resonate with every reader, 
but we remain hopeful that most of them are helpful to over-
come the practical hurdles inherent to performing behavioral 
experiments with humans.
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